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The particle theory group at the Physik-Institut works
on a broad spectrum of research projects related to the
interpretation of data from high energy particle collid-
ers. These cover precision calculations of benchmark ob-
servables, simulation of full collider events, identification
of optimal observables for searches and measurements,
physics beyond the Standard Model, as well as develop-
ments of calculational techniques. We summarize some
highlights of last year’s research below.

1.1 Next-to-leading order QCD predictions for top-

quark pair production with up to three jets

The top quark as the heaviest known elementary parti-
cle plays a fundamental role, both in the Standard Model
and in new physics scenarios. Experimental analyses of
Large Hadron Collider (LHC) data collected during run
II will provide unprecedented reach at high energy and
in exclusive phase space regions with associated produc-
tion of jets and vector bosons or Higgs bosons. The pro-
duction of a tt̄ system in association with multiple jets
plays an especially important role as a background to
new physics searches and to various Higgs and Standard
Model analyses. In particular, the precise theoretical con-
trol of tt̄+multijet backgrounds is one of the most impor-
tant prerequisites for the observation of top-quark pro-
duction in association with a Higgs boson, which would
give direct access to the top-quark Yukawa coupling.

In this context, it is crucial to dispose of next-to-
leading order (NLO) QCD predictions for tt̄ production
in association with the highest possible number of ex-
tra jets. However, the technical complexity of such cal-
culations grows extremely fast with the number Njets

of extra jets. This is illustrated in Table 1.1, which lists

the number of one-loop Feynman diagrams that con-
tribute to a few representative partonic channels as a
function of Njets. At Njets > 1 the level of complex-
ity starts to be very high, and the first NLO calcula-
tions for pp → tt̄ + 2 jets [1–3] belong to the break-
throughs of the so-called NLO revolution. Very recently
we have present the first NLO results for tt̄ + 3 jets. At
present only few scattering processes with more than four
final-state particles are known at NLO, and the calcula-
tion at hand is the first one that deals with a 2 → 5
process with seven colored external particles includ-
ing also heavy quarks. These results could be achieved
thanks to OPENLOOPS [4, 5], an automated generator of
one-loop matrix elements that was developed in the re-
cent years at our institute. It allows to perform multi-
particle NLO calculations with remarkably high effi-
ciency.

In [6] we have presented a series of NLO calculations
for pp → tt̄ + 0, 1, 2, 3 jets at the 13 TeV LHC. Exploiting
the unprecedented reach in jet multiplicity, we have stud-
ied the scaling behavior in Njets, and we have shed new
light on the general issue of scale setting and theoretical
scale uncertainties in the context of multi-scale processes.

Tab. 1.1 – Number of one-loop Feynman diagrams in rep-
resentative partonic channels in pp → tt̄ + N jets for
N = 0, 1, 2, 3.

partonic channel \ N 0 1 2 3

gg → tt̄ + N g 47 630 9’438 152’070

uū → tt̄ + N g 12 122 1’608 23’835

uū → tt̄uū + (N − 2) g – – 506 6’642

uū → tt̄dd̄ + (N − 2) g – – 252 3’321
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The multiple scales that enter tt̄+multijet cross sec-
tions and distributions can be distributed over more than
two orders of magnitude. In this situation, finding renor-
malization (µR) and factorization (µF) scales that ensure
a decent convergence of perturbative QCD for the widest
possible range of observables is not trivial. Moreover, in
the presence of a wide spectrum of scales, the standard
approach of using factor-two scale variations for the esti-
mation of theoretical uncertainties due to missing higher-
order effects becomes questionable. Motivated by these
observations, to gain more insights into the scale depen-
dence of tt̄+multijet production and related uncertainties
we have compared the standard approach of using a hard
scale choice (µ = HT/2), against the MINLO method [7].
The latter can be regarded as an optimal scale-setting ap-
proach for multi-scale processes, as it resums soft and
collinear logarithms that emerge in the presence of large
ratios of scales. Our study provides the first systematic
comparison of these two approaches.
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Fig. 1.1 – Inclusive tt̄+multijet cross sections at the 13TeV
LHC with a minimum number N = 0, 1, 2, 3 of jets at
pT,jet ≥25 GeV.

As an illustration of our results, we show in Fig. 1.1
the jet multiplicity distribution for tt̄ + 0, 1, 2, 3 jets. The
top panel displays four predictions, stemming from fixed-
order LO and NLO calculations, and from MINLO com-
putations at LO and NLO (labeled ‘MILO’ and ‘MINLO’).
The second panel shows the ratio between LO and NLO
predictions at fixed order, while the third panel shows
the ratio between MILO and MINLO predictions. The last
panel shows the ratio between MINLO and NLO. The
bands illustrate scale uncertainties estimated through in-
dependent factor-two rescaling of µR and µF. Fixed-order
predictions feature rather large NLO corrections of about
+50% for all jet multiplicities, while MINLO results fea-
ture steadily decreasing corrections for increasing Njets.
In both cases, LO scale uncertainties tend to grow by
more than 10% at each extra jet emission, while (MI)NLO
scale uncertainties are significantly reduced, and the total
width of the (MI)NLO variation bands is about 20–25%
for all considered Njets values. Comparing fixed-order
NLO and MINLO predictions we observe a remarkable
agreement at the level of 4–8%. This supports NLO and
MINLO scale-uncertainty estimates based on factor-two
variations.

In general, for a wide wide range of observables at the
13 TeV LHC, we found remarkably good agreement be-
tween the predictions generated at fixed order and with
the MINLO method [6]. More precisely, MINLO cross sec-
tions tend to feature a better perturbative convergence
and to lie systematically above NLO ones. But the differ-
ences turn out to be well consistent with factor-two scale
variations of the respective predictions. These findings
significantly extend and consolidate the conventional pic-
ture of theoretical uncertainties that results from standard
scale choices and scale variations. The anticipated level of
theoretical precision for tt̄+multijet production is at the
level of ten percent or better.
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1.2 W
±

Z production at NNLO

The production of a pair of vector bosons is among the
most relevant physics processes at LHC. Besides playing
a central role in precision tests of the gauge structure of
electroweak (EW) interactions and in studies of the mech-
anism of EW symmetry breaking, vector-boson pair pro-
duction constitutes an irreducible background in most of
the Higgs-boson measurements and in many searches for
physics beyond the Standard Model (SM). The Tevatron
collaborations have measured cross sections for vector-
boson pair production at invariant masses larger than
those probed at LEP2, setting limits on the corresponding
anomalous couplings, and the LHC experiments are now
continuing this research program and delivering results
with increasing accuracy.

In the following we focus on W±Z production, which
offers a valuable test of the triple gauge-boson couplings,
and is an important SM background in many searches. We
present next-to-next-to-leading order (NNLO) theoretical
predictions [8] for this process at the LHC and compare
them with the ATLAS and CMS data. The required tree-
level and one-loop amplitudes were obtained with the
OPENLOOPS [9] generator, which employs the Denner-
Dittmaier algorithm for the numerical evaluation of one-
loop integrals and implements a fast numerical recursion
for the calculation of NLO scattering amplitudes within
the SM. The two-loop amplitudes are taken from [10]. The
required amplitudes are infrared divergent and are com-
bined by using the qT subtraction method [11] as imple-
mented in the numerical program MATRIX.

In the following we present predictions for proton–
proton collisions with

√
s = 7, 8, 13 and 14 TeV, setting

the central scales µR and µF to µR = µF = µ0 ≡ 1
2 (mZ +

mW) = 85.7863 GeV. Scale uncertainties are obtained by
independently varying µR and µF in the range 0.5µ0 ≤
µR, µF ≤ 2µ0 with the constraint 0.5 ≤ µR/µF ≤ 2. The
cross section results are always summed over the electri-
cal charges of the final-state W bosons.

We first present results for the ATLAS definition of

the W±Z cross sections, reported in Tab. 1.2, where we
compare with the 7 and 8 TeV ATLAS measurements of
Ref. [12] and Ref. [13], respectively. The relative impact
of radiative corrections ranges between 63% and 83% at
NLO and between 8% and 11% at NNLO for the collider
energies under consideration.

In contrast to ZZ and WW production, in the case of
W±Z the O(α2

S) corrections are genuine NNLO correc-
tions to the qq̄ channel. Since the W±Z final state is elec-
trically charged, the production process does not receive
contributions from a loop-induced gluon-fusion channel.
The rather large impact of radiative corrections is due to
the existence of a radiation zero in the Born scattering am-
plitudes. More precisely, the partonic on-shell Born W±Z
amplitude exhibits an approximate radiation zero, which
is broken by real corrections starting from NLO, thereby
leading to a large impact of radiative corrections.

The perturbative uncertainties, estimated via scale
variations, drop from about ±5% at NLO to about ±2%
at NNLO. In particular, the impact of NNLO corrections
is larger than anticipated from NLO scale variations. The
large size of QCD radiative corrections is due to an ap-
proximate radiation zero which is present in the on-shell
amplitude at LO. Since all partonic channels are included
at NNLO, and the NNLO corrections, although signifi-
cant, are still much smaller than the NLO effects, we ex-
pect that scale variations should provide the correct order
of magnitude of the uncertainty from yet uncalculated
higher-order contributions beyond NNLO.

Comparing with the experimentally measured cross
sections [12, 13], we find that the inclusion of NNLO cor-
rections clearly improves the agreement between data
and theory, in particular at 8 TeV, where the measure-
ment is most precise. While the central NLO prediction
is roughly 2σ away from the measured cross section at 8
TeV, the NNLO prediction is right on top of the data with
fully overlapping uncertainty bands.

Next, we provide theory predictions for the W±Z
cross sections as defined by CMS in Tab. 1.3, where

Tab. 1.2 – Total cross sections with ATLAS mass window 66 GeV < m(Z) < 116 GeV at LO, NLO and NNLO. The
available ATLAS data from Refs. [12, 13] are also shown.

√
s σLO σNLO σNNLO σATLAS

[TeV] [pb] [pb] [pb] [pb]

7 11.028(8)+0.5%
−1.2% 17.93(1)+5.3%

−4.1% 19.34(3)+1.6%
−1.8% 19.0 +1.4

−1.3(stat)+0.9
−0.9(syst)+0.4

−0.4(lumi)

8 13.261(9)+1.3%
−2.1% 22.03(2)+5.1%

−3.9% 23.92(3)+1.7%
−1.8% 24.3 +0.6

−0.6(stat)+0.6
−0.6(syst)+0.5

−0.5(lumi)+0.4
−0.4(theo)

13 24.79(2) +4.2%
−5.2% 44.67(3)+4.9%

−3.9% 49.62(6)+2.2%
−2.0%

14 27.14(2) +4.7%
−5.7% 49.50(3)+4.9%

−4.0% 55.10(7)+2.3%
−2.0%
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Tab. 1.3 – Total cross sections with CMS mass windows of 71 GeV < m(Z) < 111 GeV for 7 and 8 TeV, and
60 GeV < m(Z) < 120 GeV for 13 and 14 TeV, at LO, NLO and NNLO. The available CMS data from Refs. [14, 15]
are also shown.

√
s σLO σNLO σNNLO σCMS

[TeV] [pb] [pb] [pb] [pb]

7 10.902(7)+0.5%
−1.2% 17.72(1)+5.3%

−4.1% 19.18(3)+1.7%
−1.8% 20.76 +1.32

−1.32(stat)+1.13
−1.13(syst)+0.46

−0.46(lumi)

8 13.115(9)+1.3%
−2.1% 21.80(2)+5.1%

−3.9% 23.68(3)+1.8%
−1.8% 24.61 +0.76

−0.76(stat)+1.13
−1.13(syst)+1.08

−1.08(lumi)

13 25.04(2) +4.3%
−5.3% 45.09(3)+4.9%

−3.9% 49.98(6)+2.2%
−2.0% 40.9 +3.4

−3.4(stat)+3.1
−3.3(syst)+1.3

−1.3(lumi)+0.4
−0.4(theo)

14 27.39(2) +4.7%
−5.7% 49.91(4)+4.9%

−4.0% 55.60(7)+2.3%
−2.0%

we also quote the results of the CMS measurements per-
formed at 7 [14] and 8 [15] TeV . The slightly different def-
inition of the Z-mass window as compared to ATLAS has
only a very mild impact on the cross section. In particular,
both the relative size of higher-order corrections and the
bands obtained by scale variation are almost identical to
the ones obtained with the ATLAS definition. Comparing
with the measured cross sections, we again find excellent
agreement between our NNLO predictions and the cross
sections reported by CMS for

√
s = 7 and 8 TeV, where

the inclusion of NNLO corrections clearly improves the
agreement, in particular at 8 TeV. The measurement at 13
TeV undershoots the NNLO prediction, being consistent
with it only at the level of about 2σ. However, at this early
stage of LHC Run 2, the measurement still comes with
quite large experimental uncertainties of both systemati-
cal and statistical nature, and the measured cross section
might still be subject to a significant shift with respect to
its central value, once statistics increases. Fig. 1.2 shows a
summary plot where we compare NLO and NNLO pre-
dictions to all available LHC measurements of the total
W±Z cross section.
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Fig. 1.2 – Summary plot for comparison of NLO and NNLO
predictions with the available LHC measurements of the to-
tal W±Z cross section. Theory uncertainties are obtained
through scale variations as described in the text.
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1.3 NNLO QCD corrections to jet production in deep

inelastic scattering

Hadronic jets in deeply inelastic electron-proton colli-
sions are produced by the scattering of a parton from the
proton with the virtual gauge boson mediating the inter-
action. The HERA experiments have performed precision
measurements of inclusive single jet production and di-jet
production in the Breit frame, which provide important
constraints on the strong coupling constant and on par-
ton distributions in the proton. We recently completed the
calculation of the NNLO QCD corrections to these pro-
cesses [16].

The QCD corrections at this order involve three types
of scattering amplitudes: the two-loop amplitudes for
two-parton final states, the one-loop amplitudes for
three-parton final states and the tree-level amplitudes
for four-parton final states. The contribution from each
partonic final state multiplicity contains infrared diver-
gences from soft and collinear real radiation and from vir-
tual particle loops; these infrared singularities cancel only
once the different multiplicities are summed together for
any infrared-safe final state definition. To implement the

4
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Fig. 1.3 – Inclusive jet production cross section as a function of the jet transverse momentum pT,B in bins of Q2, compared
to H1 data [22].
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different contributions into a numerical program, a proce-
dure for the extraction of all infrared singular configura-
tions from each partonic multiplicity is needed. Our cal-
culation is based on the antenna subtraction method [17],
which constructs the subtraction terms for the real radia-
tion processes out of antenna functions that encapsulate
all color-ordered unresolved parton emission in between
a pair of hard radiator partons, multiplied with reduced
matrix elements of lower partonic multiplicity. By factor-
izing the final state phase space accordingly, it is possible
to analytically integrate the antenna functions to make
their infrared pole structure explicit, such that the inte-
grated subtraction terms can be combined with the vir-
tual corrections to yield a finite result. The combination
of real radiation contributions and unintegrated antenna
subtraction terms is numerically finite in all infrared lim-
its, such that all parton-level contributions to two-jet fi-
nal states at NNLO can be implemented into a numeri-
cal program (parton-level event generator). This program
can then incorporate the jet algorithm used in the exper-
imental measurement as well as any type of event selec-
tion cuts. A substantial part of the infrastructure of our
program is common to other NNLO calculations of jet
production observables within the antenna subtraction
method [18–21], which are all part of a newly developed
code named NNLOJET.

Inclusive jet production in deep inelastic scattering
has been widely studied by the H1 and ZEUS experi-
ments at DESY HERA. The jet measurements are per-
formed in the Breit frame, where the transverse momen-
tum requirement on the jet ensures the existence of a par-
tonic recoil, even if only a single jet is reconstructed in the
kinematical acceptance.

Figure 1.3 compares our NNLO predictions to the H1
data. We observe that the NNLO corrections are very sub-
stantial at low-Q2 and low-pB

T , with an up to 60% en-
hancement with respect to NLO. These large corrections
are within the NLO uncertainty band (close to the up-
per edge), and result in a residual theory uncertainty of
20% even at NNLO. Especially at low Q2, the shape and
normalization of the theory prediction changes signifi-
cantly going from NLO to NNLO, and results in a con-
siderably improved theoretical description of the data, as
statistically quantified in the experimental H1 study [22].
With increasing Q2, the size of the NNLO corrections de-
creases, accompanied with very small residual theoretical
uncertainties (decreasing from 10% at Q2 = 150 GeV2 to
2% at 5000 GeV2). In this region, the combination of preci-
sion data with the newly derived NNLO corrections has
clearly the potential to provide important new constraints
for precision QCD studies.
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1.4 Charged Lepton-Flavor Violation

While it is by now well established that lepton flavor
is not conserved in the neutral sector (neutrinos), so far
there is no experimental evidence for lepton-flavor vio-
lation in the charged sector. Within the SM such processes
have a branching ratio B that is much too small to be
detected in any foreseeable experiment. Hence, any ex-
perimental signature of charged lepton-flavor violation
(cLFV) is a clear signal for physics beyond the SM.

At the Paul Scherrer Institute (PSI) there are experi-
ments ongoing and planned to improve the sensitivity in
cLFV searches in two golden channels, namely µ → eγ

by MEG [23] and µ → 3e by Mu3e [24]. One of the
many issues that these experiments are faced with is the
irreducible background of SM processes with very low-
energy neutrinos. In the case of Mu3e, the SM process
µ+ → e+(e+e−)νeν̄µ cannot be distinguished from the
signal if the invisible energy /E ≡ E(νe) + E(ν̄µ) tends
to zero. Hence it is important to have reliable predic-
tions of this SM process. In Ref. [25] we have presented
a fully differential computation at next-to-leading order
in the electromagnetic coupling α. As an illustration, in
the left panel of Fig. 1.4 we show the /E spectrum, taking
into account cuts on the final state electrons that mimic
the Mu3e detector. The corrections turn out to be nega-
tive and amount to about −15% for /E . 3 MeV. Thus,
there are considerably fewer background events than an-
ticipated from a leading-order computation.

Apart from studying background events for the cLFV
experiments at PSI, we have also analyzed [26] the com-
plementarity of these experiments, using an effective-
theory approach with dimension 6 operators to describe
physics beyond the SM. As an example, in the right panel
of Figure 1.4 we compare the constraining power of MEG,
Mu3e and future electron conversion experiments (e.g.
COMET) on CD

L and CVRR
ee , the Wilson coefficients of the
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Fig. 1.4 – Left panel: invisible energy spectrum of the process µ+ → e+(e+e−)νe ν̄µ at NLO, taking into account the geometry

of the future Mu3e detector. Right panel: Comparison of sensitivity on the Wilson coefficients CD
L and CVRR

ee from various cLFV

experiments.

dipole operator and a four-fermion operator, respectively.
The main feature of this example extends to many other
Wilson coefficients: the various cLFV experiments com-
plement each other in that they are most sensitive to dif-
ferent scenarios of beyond the SM physics.

[23] A. M. Baldini et al. [MEG Collaboration],
Eur. Phys. J. C76 (2016), no. 8 434

[24] A. Blondel et al., arXiv:1301.6113.
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Phys. Lett. B765 (2017) 280-284.

[26] A. Crivellin, S. Davidson, G. M. Pruna, and
A. Signer, arXiv:1702.0302.

1.5 Flavor physics within and beyond the SM

In the last few years the indirect search for physics be-
yond the Standard Model (SM) in the flavor sector has be-
come particularly interesting in view of a series of experi-
mental “anomalies" in B decays. Although their statistical
significance is still limited, these anomalies indicate pos-
sible violations of Lepton Flavor Universality (LFU) both
in charged- and in neutral-current semi-leptonic B de-
cays. Motivated by these observations, we have analyzed
various aspects of LFU, both from a pure phenomenologi-
cal perspective and in the context of motivated extensions
of the SM. Our research has been articulated along three
main directions.

- SM predictions for LFU tests.
In Ref. [27] we have have presented the first reliable

SM predictions of two of the key observables used
to test LFU in neutral-current B decays, namely the
ratios RK = Γ[B → Kµ+µ−]/Γ[B → Ke+e−] and
RK∗ = Γ[B → K∗µ+µ−]/Γ[B → K∗e+e−]. We have
shown that, within the SM, these ratios differ by 1
by at most ±1% (for mℓℓ > 1 GeV), offering a very
clean probe of physics beyond the Standard Model.

- New physics analyses based on Effective Theory ap-
proaches and simplified models.
In 2015 our group has demonstrated, for the first
time, the possibility of a coherent explanation of
both charged- and neutral-current LFU anomalies,
namely i) the breaking of τ–µ universality in B →
D(∗)ℓν decays; ii) the breaking of µ–e universality
in B → Kℓ+ℓ− decays. Such combination is highly
non-trivial due to severe constraints from other ob-
servables, both at low- and high-energies. Continu-
ing along this research direction, we have further in-
vestigated such bounds [28–31] using both Effective
Field Theory (EFT) approaches and simplified dy-
namical models. The result of our analysis is that a
combined explanation of these effects require some
moderate tuning (in the EFT parameter space) but
is still possible. A general prediction resulting from
a combined explanation of these anomalies is the
expectation of sizeable deviations from the SM in
pp → X + τ+τ− (for large mττ) within the reach of
future ATLAS and CMS searches.
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Fig. 1.5 – Predictions for the LHC signals (σ ×B) at 8 TeV (left) and 13 TeV (right) for µ+µ− resonance searches for the
leptophilic Z1 (green) and the leptophobic Z2 (blue) states predicted in the model of Ref. [32], based on dynamical Yukawa
couplings and addressing B-physics anomalies. Present limits are shown with black line, and future-projected with dashed
line.

- UV completions.
The last research line is the attempt to find mo-
tivated UV completions for the simplified models
addressing these anomalies. In 2016 we identified
two interesting examples of UV completions: i) a
model based on a gauged non-Abelian flavor sym-
metry (motivated by a dynamical explanation of
quark and lepton Yukawa couplings) [32]; ii) a class
of models based on vector-like confinement (moti-
vated by a solution to the hierarchy problem) [33].
In both cases we have exploited the signatures of
such models at high-pT , in view of future searches
by ATLAS and CMS (see e.g. Fig. 1.5).
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